CpSc 421 Homework 1 Due: Sept. 19

1. (15 points) Let X = {a, b, c}. Figure 1 depicts two finite state machines that readll,eand L, denote the
languages recognized by DFA (a) and DFA (b) respectively.

(a) (6 points) For each ofL, and L, list three strings ir=* that are in the language and three string&in
that are not in the language.

(b) (3 points) Write a short, English description of languadse,

(c) (6 points) Write a short, English description of languadsg,

Figure 1: Finite state machines for question 1

2. (15 points) (inspired by Sipser exercise 1.6 (p. 84): Give state diagrafrDFAs recognizing the following
languages. For each language, the alphabigl,is }.

(a) {w | w begins and ends with the same synibol
(b) {w | w contains three consecutils}.
(c) {w | w contains neither the substrifd.0 nor the substring01}.

3. (20 paints) (inspired by Sipser exercise 1.7 (p. 84): Give state diagraiiNFAs with the specified number of
states recognizing each of the following languages. Fdn Eauage, the alphabetiswith ¥ = {0,1}.

(a) The set of strings that end with the substring10:
{w ]3Iz € . w=2010}

Use four states.



(b) The set of strings that contain the substrir@l0:
{w]3Iz,y € T*. w = 2010y}

Use four states.
(c) The set of strings that can be written as; - x5 - - - 2 for somek > 0, with eachz; is an element of

{01,10,001,0011}

Use eleven states.
(d) The set of strings whose length is a multiple of three plasultiple of five:

{w|3Im,n € N. |w| = 3m + 5n}
Use eight states.

4. (20 points): Let Y = {0, 1}. Let L,, be the set of all strings who#é" from end symbol is 4.:
Ly = {wey|Jrer yesr 1l w=urly}

In the September 12 notes, we claimed that any DFA that rézegh,, must have at leagt® states. Prove this
claim.

5. (20 points, extra credit): In this exercise, you will prove the equivalence of NFA guemces as defined in
Sipser and the formulation that | gave in class. This proldeatement is long because | first summarize both
Sipser’s and my definitions of acceptance. If you are coralidet with both, you can skip to the end of the
problem statement where | ask you to prove the equivalentteedfvo formulations.

Let Nprg = (Q, 2, A, qo, F') be an NFA as defined in the September 12 notes.

Q is a finite set of states;

3} is a finite alphabet;

A C Q x X, x @ is the transition relation;
qo € Q is the initial state; and

F C @ is the set of accepting states.

whereX, = X U {¢}.
Here are the formulas that we used to define NFA acceptaneéhseslides for explanations)lose.(q) is the
subset ofp wherep € close.(q) iff

pP=4q
3¢’ € closec(q). (¢',€,p) € A

We extendedlose, to sets as

close.(G) = U closec(q)
qeG
Then we defined:
step(q,c) = close.({q' | (g,c,q¢') € A}), ceX
step(Gye) = | sten(arc), GCQees
qeG
A(G,e) = close(Q), GCQ

A(G,z-¢c) = step(A(G,z),c), GCQ,re¥*cekx



Finally, we said thatV,,,, acceptss iff
A({qo},s)NF # 0

Now, for Sipser’s version. GivelV,,,., = (Q, %, A, qo, F') as described above, 8%, = (Q, X, 0, go, F') with
§:Q x X, — 29 where2? is the power set of) and

6(g.c) = {d'|(g,c.q') € A}
Sipser says that NFA/,,,; accepts string iff we can findyy, ys, . . ., ym € Xe @andrg, ra, .. .7, € @ such that
® S=Y1 Y2 Yms
® 70 = qo,

e foriin0...m—1,741 € 8(rs,y: + 1);
o 1, €F.

Prove thatV,,, accepts a string (i.e. acceptance by Sipser’s conditiin},j,., accepts the string (i.e. accep-
tance by the condition given in class).



