CpSc 421 Homework 11 Due: Dec. 8

1. (30 points) Using the recursion theorem, write a short proof for Ritke&orem.
Note that Sipser states Rice’s theorem in problem 5.28 areb @i proof. Sipser’s proof does not use the recur-
sion theorem. Your solution must use the recursion theoegrd your proof should be shorter than Sipser’s).

2. (30 points, from Sipser problem 5.29) Use Rice’s theorem to prove thaeaitability of the two languages
below:

(@) (5points) {[M] | [M] describesa TM anti011 € L(M)}.
(b) (15 points) ALLrM = {[M] | [M] describes TM and.(M) = £*}.

3. (40 points) Consider a variation on Post’s Correspondence Problenmemb&ch pair of strings can be used
at most once. We'll call this 1PCP. An instance of 1PCP ctmsi§k pairs of strings,(z1,v1), (x2,y2),
..(zk,yr)- A solution to 1PCP consists ef distinct integersiy, is, .. .im,, with m < k such that

Tiy Tiy * Tip, = Yiy Yip* Yi,

A non-deterministic Turing machine can guess the valuesif@ndi; ...i,,, verify that fora #£ b, i, # i,
and verify that the concatenation of thestrings matches the concatenation of thetrings. Clearly, these
verification steps can be done in polynomial time. Thus, 1RGP NP.

In this problem, you will show that 1PCP is NP hard and thus Nhmete. In particular, show how the
Hamiltonian cycle problem can be reducedf0C P. LetG = (V, E) whereV = vy, va, ... vy, andE C VXV
be a graph.G has a Hamiltonian cycle iff there exists a permuatign. .. p, of 1...h such that for each
i€1...h—1,thereis an edge connecting anduv,, ., (i.e. (vy,,v,,,,) € E) and there is an edge from,
towp,.

Show a simple (and it must be polynomial time!) reductiomirdamiltonian cycle to 1PCP.

4. (50 points) We can formalize the description of DFAs in a manner veryilgimto how we formalized the
description of TMs.

(a) (10 points) Let > = {0,1,, ,#,(,) } be an alphabet for writing descriptions of DFAs. To descabe
DFA, D = (QD7 ED, 5D7 qo0,D, FD), write the string

8$Q,D;S%,D5S85,D5Sqo,Ds SF,D

where

5¢,p is the binary string fofQ p.

sx,p is the binary string fotXp.

ss,p 1S a string of tuples of the fornfy, ¢, ¢’) wheregq is a binary string of lengthlog, |Qp|], cis a
binary string of lengthlog, |~ p|], andqg’ is a binary string of lengthlog, |@p|]. The tuple(q, ¢, ¢’)
indicates thabp (g, ¢c) = ¢’. Furthermore, these tuples are listedirp in lexigraphical order.

Sq40,D IS @ binary string for the stai@ p.

sp,p IS a comma separated list of binary strings representingttites inF'p. This list is in ascending
order.

Give the string that describes the DFA below:
Zp={a, b,

bcC‘ @)@Jabc



(continued on next page)
(b) (20 points) Let

Argcnm = {D#w| D € ¥* describes a DFA with at most states and an input alphabet
with at mostm symbols that accepts the string describeddy.

Note thatp may have symbols that are notih Thus, to describe an input string fér, use a comma
separated list of binary strings, where each binary stramlangth[log, |Xp|]. For example, the string
abbac in {a, b, c}* is encoded ag0, 01, 01, 00, 10.
Show that for any fixeeh andm, Argc.n,m IS @ regular language.

(c) (20 points) Use a diagonalization argument to prove that any DFA thatgeizesA rgq n,m Must have
more tham states. (Assume, m > 0.)



