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Discussion & Summary of CNNs
 ·  Convolutional layers reduce the number of parameters in several ways:
 –  Each hidden unit only depends on small number of inputs from previous layer.
 –  We use the same filters across the image .
 ·  So we do not learn a different weight for each “connection” like in classic neural networks  
 ·  Benefits of this described below 
 –  Pooling layers decrease the image size .

 ·  CNNs give some amount of translation invariance
 –  Because same filters used across the image, they can detect a pattern anywhere in the image
 ·  Even in image locations where the pattern has never been seen (thus more data-efficient, but less powerful) 

 ·  CNNs are not only for images!
 –  Can use CNNs for 1D sequences like sound or language or biological sequences.
 –  Can use CNNs for 3D objects like videos or medical image volumes.
 –  Can use CNNs for graphs. 

 ·  But you do need some notion of “neighbourhood ” for convolutions to make sense. 



(end, tested technical 
material)

Some high-level principles, and ethical issues we will 
cover are still testable



Today

• Fun whirlwind of AI dangers, capabilities, and weaknesses 

• Concluding thoughts



Please fill out course survey





Supermarket Parable

• “So, suppose you want to find things that are like a can of sardines.  

• What you do is you go to your local supermarket and you say to the cashier, 
"Where do you keep the sardines?" And you go to where the sardines are and 
then you just look around and there's all the things similar to sardines because 
the supermarket arrange things sensibly.  

• Now, it doesn't quite work because you don't find the anchovies, as I discovered 
when I came to North America, I couldn't find the anchovies. They weren’t 
anywhere near the sardines and the tuna. That's because they're near the pizza 
toppings.  

• But that's just because it's a three dimensional supermarket. If there was a 30 
dimensional supermarket, they could be close to the pizza toppings and close to 
the sardines.” - Geoff Hinton



 Deep Learning



           Convolutional Neural Networks



 Investigating What Each Neuron Does

 Pretrained, Fixed DNN   Optimize Pixels
 e.g. via Backprop



 “Deep Visualization”



 Deep Visualization Take 1
 Nguyen, Yosinski, Clune, 2015, CVPR

 DNN Con fi dence: > 99.6 %  for all



 · May not understand much
 · Huge security concern
 · Helped launch avalanche of
  work into “adversarial &
  fooling examples”
  · with Szegedy et al. 2013

 School bus Open road!



 Why are networks easily fooled?

 https://www.youtube.com/watch?v=3lp9eN5JE2A



 Fooling Neural Networks
 ·  Can someone repaint a stop sign and fool self-driving cars?

                                             Eykholt et al. 2018

 https://arxiv.org/pdf/1712.09665.pdf  21



 Fooling Neural Networks
 ·  …or can it be even easier?

 https://openai.com /blog/multimodal-neurons/ 22



 Learning the Wrong Thing
 ·  CNNs may not be learning what you think they are.
 – CNN for diagnosing enlarged heart:
 · Higher values mean more likely to be enlarged:

 – CNN says “portable” protocol is predictive:
 · But they are probably getting a “portable”
 scan because they’re too sick to go the hospital.

 – CNN was biased by the scanning protocol .
 · Learns the scans that more- sick patients get.
 · This is not what we want in a medical test.

 https://medium.com/@jrzech/what-are -radiological-deep-learning-models -actually-learning-f97a546c5b98



           Biased Algorithms
 ·  Major issue: learning representations with harmful biases
 –  Common source: biased data collection (face recognition systems)
 –  or biased data (due to human flaws)
 · “repeat- offender prediction” that reinforces racial biases in arrest patterns. 
 · Amazon hiring 
 · generating CEOs vs. personal assistant

         ·  This is a major problem/issue when deploying these systems.



 Racially- Biased Algorithms?
 ·  Results on image super-resolution (upscaling) method:

 ·  See also: AI has the worst superpower… medical racism
 ·  Sometimes these issues can be reduced by careful data collection.
 –  In this case, we could train on a more - diverse group.
 –  But sometimes you cannot collect unbiased data .
 https://www.theverge.com/21298762/face-depixelizer-ai-machine -learning-tool-pulse -stylegan-obama-bias







 Sexist Algorithms
 ·  Hungarian is gender neutral.
 –  Google assigns a gender based on frequencies in training set:

 ·  Maybe we will eventually fix issues like this.
 –  Until we do, maybe we should not use machine learning in some applications .
 ·  Or at least warn people about potential biases .

 https://twitter.com/doravargha/status/1373211762108076034



 Energy Costs
 ·  Current methods require:
 – A lot of data .
 – A lot of time to train.
 – Many training runs to do hyper- parameter optimization.

 ·  2019 paper regarding recent deep language models:
 – Entire training procedure emits 5 times more CO 2
 than lifetime emission of a car, including making the car.
 – But see counter (or mitigating) arguments here



 Many Other problems
· Making things up (language models) 
· Existential risk 
· AI relationships replacing real ones? 
· Eliminating jobs 
· Automated hacking, scams 
· etc., etc., etc.  



(mostly) fun things
DNNs can do



Adding Memory: Recurrent Neural Networks

LSTM
Hochreiter & Schmidhuber 1997
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Text generator

“hello”

hell ello
example label

W_hz

W_xh

RNNs
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RNNs
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RNNs
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Basketball



RNNs

9

Karparthy 2015

The point guard shoots 
from downtown!



RNNs
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Karparthy 2015
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The 10,000 evolved images are similar to butterflies and 
100\% confidence to be a xampler evolutionary algorithm 
(NEAT), it is impossible to evolve an image in any domain, 
e.g. producing robot controllers, optimized physical 
components, and even art. Instead of optimizing towards it. 
Would results and analyses from the "one class vs. Our 
algorithm (N) Innovation Engines, like crowds on 
Picbreeder.org MAP-Elites to produce interesting images.

Generative AI: Words, Code, Pixels, Music, etc., etc., etc. 



from: http://karpathy.github.io/2015/05/21/rnn-effectiveness/



Transformers

• Modern replacement for RNNs 

• RNNs: Closed books/notes test 

• Transformers: Open book/notes



Thought Vectors

[224x224x3]

[1000]

differentiable function

Yellow, curvy, edible, not a cat, etc.
0, 1, 0, 0, 0, 1, 0, 0, …..

Mikolov et al 2013

Thought vector!

Distances between distributed representation vectors matter!



Thought Vectors
Distances between distributed representation vectors matter!

king - man + woman = queen
madrid - spain + france = paris

Mikolov et al 2013



Thought Vectors
Distances between distributed representation vectors matter!



Original slides available under Creative Commons Attribution-ShareAlike 3.0

Yoshua BengioJeff Clune Hod Lipson

How transferable are features

in deep neural networks? 

NeurIPS 2014



Transfer Learning

• You can re-use learned features



A Images

B Images

baseA

baseB



B Images B Labels
“Fine tuning”

Network trained on A Images



Transfer Learning

• You can re-use learned features 

• Why do so?



Transfer Learning

• You can re-use learned features 

• Why do so? 
• Faster learning 
• Take advantage of all the data you have 
• When you have little data

“Pre-training” “Fine-tuning”



 Beyond Classification (CPSC 440)
 ·  Image colorization:

 – Image Gallery, Video
 http://hi.cs.waseda.ac.jp/~iizuka/projects/colorization/en



 “Inceptionism ” / Deep Dream
 ·  Instead of choosing best weights,
 choose best input by running gradient descent on x i .

 ·  Inceptionism with trained network:
 – Fix the label yi (e.g., “banana”).
 – Start with random noise image xi .
 – Use gradient descent on image xi .
 – Add a spatial regularizer on xij :
 · Encourages neighbouring xij to be similar.

 http://googleresearch.blogspot.ca/2015/06/inceptionism-going-deeper-into -neural.html



 “Inceptionism ” / Deep Dream
 ·  Inceptionism for different class labels:

 http://googleresearch.blogspot.ca/2015/06/inceptionism-going-deeper-into -neural.html



 “Inceptionism ” / Deep Dream
 ·  Inceptionism where we try to match z i (m) values instead of y i .
 – Shallow ‘m’:

 http://googleresearch.blogspot.ca/2015/06/inceptionism-going-deeper-into -neural.html



 “Inceptionism ” / Deep Dream
 ·  Inceptionism where we try to match z i (m) values instead of y i .
 – Deepest ‘m’:

 http://googleresearch.blogspot.ca/2015/06/inceptionism-going-deeper-into -neural.html



 “Inceptionism ” / Deep Dream
 ·  Inceptionism where we try to match z i (m) values instead of y i .
 – “Deep dream” starts from random noise:

 – Deep Dream video

 http://googleresearch.blogspot.ca/2015/06/inceptionism-going-deeper-into -neural.html



 Artistic Style Transfer
 ·  Artistic style transfer :
 – Given a content image ‘C’ and a style image ‘S’.
 – Make a image that has content of ‘C’ and style of ‘S’.

 https://commons.wikimedia.org/wiki/File:Tuebingen_Neckarfront.jpg
 https://en.wikipedia.org/wiki/The_Starry_Night



 Artistic Style Transfer
 ·  Artistic style transfer :
 – Given a content image ‘C’ and a style image ‘S’.
 – Make a image that has content of ‘C’ and style of ‘S’.

 ·  CNN -based approach applies gradient descent with 2 terms:
 – Loss function: match deep latent representation of content image ‘C’:
 · Difference between z i(m) for deepest ‘m’ between xi and ‘C’.

 – Regularizer : match all latent representation covariances of style image ‘S’.
 · Difference between covariance of z i(m) for all ‘m’ between xi and ‘S’.



 Artistic Style Transfer

 http://arxiv.org/pdf/1508.06576v2.pdf Image Gallery





 Next Topic: Generative Sampling



 Generative Sampling Task
 ·  Given training data, we want to make more data.
 – That looks like it comes from the test distribution.
 ·  Example:
 – Train on MNIST images of the digits 0- 9.
 – Samples from the model should look like more MNIST digits .

 ·  10 years ago, we could only sample simple datasets like MNIST.
 – Even with deep models like “deep belief nets” and “deep Boltzmann machines”.
 https://www.kaggle.com/tarunkr/digit-recognition-tutorial -cnn-99 -67 -accuracy
 http://deeplearning.net/tutorial/rbm.html



 Rapid Progress in Generative Sampling
 ·  Last 10 years have seen a variety of new deep generative models:
 – Variational autoencoders (VAEs).
 – Generative adversarial networks (GANs).
 – Normalizing flows.

– Autoregressive models
 – Diffusion models.



Scaling Laws:  
Bigger is better



 Diffusion Models
 ·  “Hot” generating sampling model in 2022 is diffusion models .
 ·  Basic high - level idea:
 – Take training images, and add noise to them in a sequence of steps.
 ·  Until the image basically looks like random noise.
 – Train neural network to reverse those steps.

 – Generate a new image by starting from random noise and applying the network.
 ·  Similar idea to denoising autoencoders .
 – But trains to denoise with different amounts of noise .
 – I am skipping lots of details due to time, but results are astounding…

 https://arxiv.org/pdf/2006.11239.pdf



 Rapid Progress in Generative Sampling
 ·  Rapid progress due to these new deep methods:

 https://arxiv.org/pdf/1406.2661.pdf
 https://blog.openai.com/generative-models
 https://arxiv.org/pdf/1701.00160.pdf
 https://www.doublehelixschool.com/creativity-blog/this -person-does -not-exist
 https://arxiv.org/pdf/2105.05233.pdf



 Generative Adversarial Networks (GANs)



 https://this-person -does-not- exist.com/en 2023 MidJourney: https://twitter.com/nickfloats/status/1645639748575428611



 Text  Image
 ·  Dall -e: https://openai.com /blog/ dall-e





  Text to Image 
Generation with 
Diffusion Models

 ·  “Text to image” diffusion 
model from 2022 ( Dalle 2 ):







 Text to Image Generation with Diffusion Models

 ·  “Text to image” diffusion model from 2022 ( Dalle 2 ):
 – “Kermit the frog in…”

 https://twitter.com/hvnslstangel/status/1531506455714492416?s=21&t=tfzr8YgT7Yaju-44RJat0A



  Text to Image Generation with Diffusion Models

 ·  Dalle 2 has a strict “G-rated” content policy.
 – And developed automatic systems to detect violations.
 ·  Though did not stop people from making unrestricted versions.



 Text to Image Generation with Diffusion Models

 ·  “Text to image” diffusion model from 2022 ( Imagen ):

 ·  More recent:
 – “Stable diffusion”.
 · Open- source, can be run
 on standard computers.
 https://arxiv.org/pdf/2102.12092.pdf
 https://eugeneyan.com/writing/text-to -image/





donald trump accepting a bribe from vladimir putin 
with a smirk on his face



 DeepFakes





 GPT- 4

• Deep neural network 
• Transformer (key recent advance) 

• Generates next word 
• ~Passes Turing Test 
• Codes very well 



GPT- 4: Passes Exams





Flamingo, from DeepMind



Flamingo, from DeepMind



Video Models are Getting Better

Facebook Make-a-video 2022 2023: https://twitter.com/_akhaliq/status/1638194089504940032?s=20

Older New





Deep Reinforcement Learning



Video Pre-Training (VPT)

NeurIPS 2022 (oral)



 

 Human Level on all of
 these!

 1.8%

Fine Tuning with RL





Many, many more

• Chess, Checkers, Go

• Dota

• Starcraft

• Stratego

• Diplomacy

• Etc. 



Self-driving Cars



Self-Driving



 Robotics

https://twitter.com/hausman_k/status/1602722338281512960?lang=en



 Further CPSC Courses
 ·  CPSC 330: “Applied Machine Learning”.
 – Some overlap in content, but focus is different :
 · Emphasis on “ how to use packages”, and other steps of the data processing pipeline

 ·  CPSC 422: “Intelligent Systems”.
 – Often covers a variety of related topics including reinforcement learning .
 ·  CPSC 440: “Advanced Machine Learning”.
 – Intended as a sequel to this class, but not taught by me this year.
 ·  CPSC 5XX courses:
 – If you are near the end of your degree with good grades, lots of cool stuff.





A Plea

• You will likely have great influence on others 

• Please do not do harm 

• Intentionally (even if others are, or ask you to) 

• Unintentionally (think hard about downstream effects) 

• Before doing something, even if asked to, deeply consider 
whether to it 

• You have one shot at life. Be proud of what you do with it. 



AI and You

• I have shared stories of people that were in your shoes recently 

• And now are world-famous scientists 

• You can be next!



AI and You

• I hope think differently about thinking



A Tradition
• As they improve, I ask AI image generators to generate a 

professor thanking his class on the last day



April 2022



Final Words

• I’ve enjoyed having each of you in 
class 

• You are all bright, hard-working, 
and really nice

Dalle 3, Dec. 2024

Dec 2023



Final Words

• I’ve enjoyed having each of you in class 

• You are all bright, hard-working, and really nice 

• I sincerely wish you the best of luck  

• Do good in the world, accomplish your dreams! 

• The next slide is the last slide (April 2024 version)




